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Executive Summary

This deliverable reports on the basic techniques for aesthetics concept extraction and
texture proposals. Specifically, methods for the analysis of aesthetics (paintings, pictures of
artwork, pictures of interiors and exteriors of buildings) and multimetiita are profoundly
described in thisdocument The goal of aesthetic extraction is to extract concept and
conceptual relatios amongst the acquiredriisual information, while methods for texture
proposal focus on the detection of concepts from visual eant

The document describes in detail the WP3 modules, which are related to T3.5 and the
appropriate approaches, components, and resources that were adopted so as to accomplish
the respective functionalities that were described in the DoA and later onoties that
documented from the users throughout the compiled user requirements (D7.1, D7.2). The
deliverable introduces the basic techniques for aesthetics concept extraction and texture
LINP LR alfa GKFEG 6SNB RSLX 28 SR Rietdeyfar the KS FA
implementation of the ¥ prototype (M18). Furthermore, a description of the analysis
requirements for visuatontent are provided and anaked appropriately. While, for each
module an overview of the Statef-the-Art (S0A) and aomparison toother approaches is
included. The evaluation approaches and results are finally explained and demonstrated at
the end of the document.

More specifically, the following modules are described in further details:

a) TheAestheticsExtraction (AE)module from visial content (image/video), which includes
the recognition of the style, creator, genre of famous paintings and architectural
buildings

b) The Texture Proposal (TP) module, which uses aesthetics extraction output so as to
transfer its style toéxtures and us it for changing 3D models afchitecturalbuildings

Aeshetics Extraction is the responsible module faecognizing new images and paintings
and integrate them in V4Design aestits databasewhile Texture Proposalise these
modelsto providenoveltextures toV4Design users (i.architecs, videogame designers).

CERTH was responsible for the developnanthe describedmethodologies and modules
for aesthetics recognition and texture proposals (Task 3.5). Whiig ,worthwhile to note,
that the peformance of the above modulesvas extensively evaluated in terms of
classification and recognitioaccuracy as well as user likeness for texture proposalse
first experimental resultsvere far from encouraging tocontinue working towards this
scientific direction.
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Abbreviations and Acronyms

AE
Adaln
AVA
BMP
CAN
CH
CNN
DCNN
DcCNN
DMA
DoA
EAEF
FBX
FC
GAN
GIST
GPU
HSV
loU
JPG
MH
MSE
NiN
NN
PAEF
PCA
PCC
PNG
PUC
RDCNN
RelLU
RGB
RR
SCNN
SGD
SH
SIFT
SoA

AestheticsExtraction

Adaptive Instance normalisation
Aesthetics Visual Analysis

Bitmap

Creative Adversarial Network

Could Have

Convolutional Neural Network
DeepConvolutimal Neural Network
Deep Columnar Convolutional Neural Network
Deep multipatch aggregation
Description of Actions

Elements of Art based Emotion Features
Filmbox

Fully Connected

GenerativeAdversarial Network

Globad structural features

Graphics Processing Unit

Hue Saturation Value

Intersection over union

Joint Photographic Group

Must Have

Mean Square Error

Network in Network

Neural Networks

Principles of Art based Emotidieatures
Principal Components Analysis

Pearson Correlation Coefficient

Portable Network Graphics

Pilot Use Case

Regularised Deep Convolutional Neural Network
Rectified Linear Units

Red Blue Green

Recognition Rate

Singlecolumn Convolutional Neural Network
Stochastic Gradient Descent

Should Have

Scale Invariant Feature Transform

State of the Art
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SVM
TIFF
TP
UR
VGG
Vrmat
WCT
WH
ZCA

Support Vector Machine
Tagged Image Fifeormat
Texture proposal

User Requirernt

Visual Geometry Group
Vray Materials

Whitening Colouring Transformation

22y Qi 1 @S

Zero phase Component Analysis
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1 INTRODUCTION

In V4Degjn, the role of T3.5 (Aesthetic concept and attributes extraction from visual
content) is to extract the aesthetics concept out ohages of architecturand paintings as
well asvideosand movies in order te@reate an annotated aesthetics databaséhat will be
used in order to create novel texture proposéts changingthe 3Dmodels which will be
created through T4&-T4.4 and will beprovidedas an akrnativeto V4Design endisers

During the first half of V4DesignLINR 2 S O G  f-rA M) STE.3 coifribuéed tm the 3¢
aAfSadz2yt$NR2{i@eiéwsS yR S@Olfdzr A2y e FT2ABWIKS &
development cycle of the project as shown in Figur&gnerally, the objective &f3.5 was

to provide the appropiiate technologicaltools that will allow V4Designplatform to: (i)

Extract the aesthetics from the compiled visual content, such as pgstand images of
architectural structures, and (ii) Propose novel textures from the recognized and formulated
aestheics so as to change the extracted 3D models

2018 2019 2020

1/2[3|4[5[6]|7[8]9(10[{11]12|13]14]15/16]|17]18|19]20|21|22|23|24|25/26|27|28 29| 30| 31|32| 33| 34| 35| 36|

al and te a 0O e ana
T3.1: Compilation and study of texts
relevant to visual data
T3.2: Entity identification and linking, wo
sense disambiguation and lexical modeli
T3.3: Dependency-based semantic parsing
T3.4: Conceptual relation extraction
T3.5: Aesthetic concept and attributes
extraction from visual content

Figurel. WP3 tasks towards V4Design lifetime.

Task3.5 interacts both internally withWP3tasks and more specifically with T3.4, which is
the main task that accumulates textual infoation and can tag the visual data analyzed
from aesthetics extraction, but also interacts with tasks from external WPs, sudPas
WP4, WP5, WP6 and WP7. Initially, T3.5 is closely related to T2.1, T2.3 and T2.4, which are
the responsible tasks to accwtate visual data of architectaf structuresand paintingsand
create an annotated corpus so as to train the AE & TP modlBs provide its outcome to
T4.4 in order to texturize the reconstructed 3D models acquired from T4.3&daid T5.2

in orderto populate V4Design Knowledge Base (KB)5 is also related to T6.1, T7.1, T7.2,
where the user and technical requirements atefined, and T6.4 where service integration
is performed. Thus, it is obvious that it is an essential and useful servicedidesign
platform, intercorrelated with several tasks of the overall Description of Actions (DoA).

1.1 Objectives

The objectives of Bks 35 for the 15 period of the projec{M1-M16) are in aligned with the
main goals, as they were described in the DoA, amdrsarised to the following:

1 Analyse visual content from paintings and images of other kind of artwork in order to
extract geomety, style and other aesthetics aspects concerning specific artwork
collections.

1 Provide the outcome of aesthetics concept extian as metadata to V4Design platform,
and artwork features to be extracted will be specified in measurable attributes, such as
colour (RGB, HSV, etc.), texture, image bumps, gradients, palettes, and patterns.
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Extract discriminative and compact aesthetfeatures from famous paintings so as to
understand, represent and categorize their creator, style and genre.

Analyse images ofrehitectural material and structures in order to deploy a recognition
framework that will be able to understand who and whenshereated the depicted
artefacts.

Analyse the spatibemporal visual features that exist in the sequential order of video
frames and the accompanied audio in order to extract video aesthetics and the
sentiment that it produces to its viewers.

Buldanae SGA Oa Q@Aadzrf aolylé¢é 2F adeftsSasx IASYNS
to create the texture proposals framework.

Transfe the pattern of landscape images and famous paintings to target images of video
frames so as to be usddr retexturizing3D nodels.

1.2 Results towards the foreseen objectives of V4Design project

Until now, V4Desigmasfulfilled the foreseen objectives dhe project by compleing the
development of the basic functionalities of aesthetics extraction and texture proposts
the following activities

a)
b)
C)

d)

Accumulaed annotated visual data from benchmark datasets iKMit, Pandora,
Paintings91) and V4Design consortium partnel€Q29, 1C03as reported in D41
Deployedthe initial version ofAesthetics ExtractioAE)in paintings by dploying Stee

of the Art (SoAtomputer vision and deep learning algorithmghe compilel datasets.
Deployed the initial version of Texture Proposals (TP) in images and video samples by
transferring paintings aesthetics style in target architecturalges

Developed the Aesthetics that movies may invoke to viewers by deploying a-spatio
temporal deep learning representation that leverages awdsual features to
understand what happen in the sequential video scenes.

1.3 Future plans

As far as theadvance techniques for Aesthetics Extraction and Texture Proposals are
concerned, V4Design plan to deploy the following activities until the end of V4Design
project.

a)

b)

Createaesthetics extraction clusters so that style can be transferred not only frontesing
images but from cluster of images as wellhis will help to the creation of the style
transfer that will be provided by V4Design plugin.

Transfer style§rom paintings andother artistic material using a wglited heatmapso as

to texturize 3D models harmonicallyin other words, use weighed segmentation masks
that will be transfer backgrounand foregroundfeatures tothe baclground and the
foregroundof the target imageespectively

Recognize and transfaesthetic§rom movies(i.e. horror, comedy architecture etc)

Deploy computer vision algorithms that will leverage architectural features so as to
understand the style and creator ofdrtectural artefacts.
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1.4 Outline

The outline of this deliverable includes a briefly presentation of user requirements for the
analysis of the visual and audio contdat the aesthetics extraction and texture proposals
modules,as well as a descriptioof the stae-of-the-art methodologies in the scientific fields

of computer visiondeep learning and style transteFhe methodology analysis of the two
modules are thendescribed in Sections d4nd 5, and evaluated intogether with their
comparison to So&ection6. Section7 concludes the deliverableith foreseen step®f AE

and TP until M33
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2 AESTHETIEXTRACTION REQUIREVIE

The V4Design user requirements have been identified i@ Biitial use case scenarios and
user requirements. Some of them arassociated ad directly linked to Aesthetics Extraction
and Texture Poposat, asdetailed in Sectior2.1 and Setion 2.2 . It is worthwhile to nde
that as far as Aesthetic Extraction (AE) and Texture Proposa(TP) components are
concerned CERTHhot only tok into accountthe following user requirements (Sc2.1,
Sec2.2)so as o prodwce the initial functionaties of V4Dsign systembut also augment
their metadata output so that theisers can receivextra AE&THunctionalties and reiterate
the discussion between theserand the technical partners

2.1 Aesthetics concept extraction requirements

Two user requirements fronD7.2 have been assaated with the aesthetics extraction
module of V4Design, namely théR 41 and UR42. Regarding UR1, an achitectwantsto
recognisetexture and materiafrom images and videog\estheticsExtraction classifiesvisual
content with respect to their stylerad aesthetic characteristicén the UR42, an architect
wants to have the "intelligence" of an architectural synthetmot (combination of texture,
colours, shapes)Aesthetics Extraction will accomplish tkese requirements byidentifying
combinations otexture, colours and shapesf visual data to categorise them into classes by
their school of art or creator, usimgpmputer vision andleep learning techniques.

Functional on_ . .
User Associated Non Priority baseg
Requirement Detailed description _ on  MoSCoW
(UR) HLUR LU T —
(FRINFR)

HLUR_203 |As an Architect | wartexture and
UR 41 HLUR_205 |material recognition that mighN-FR CH
HLUR_206 |appear in images and videos.

As an Architect | want to have t
HLUR_203 ["intelligence" of a architectura
HLUR_208 |composition tool (combination ¢
texture, colours, shapes)

UR_42 N-FR CH

Tablel: Relevant user requirements reported in R7or Aesthetic Extraction

2.2 Texture proposals requirements

Sixuser requirements fronD7.2have ben associated with the texture proposals module of
V4Design, namely the UR_3, URUR 27, UR37, UR42 and UR43. In the UR_3an

architect wants to be able teetrieve high and reduced rekdion textures. Exture Proposal
(TP)module reduces texture relution at the half of the original input imagand can

provide ahigh-quality texture proposal back to the user, as requirdglegarding UR_4, an

architect wans to be able to rese textures (Pattern extractiod seamless texture
generation). €xture Proposal is able tosave the producediisual content in order to be
reusedand provide it back to the userdn UR27 a user wants various file formats as

outputs and more specifically the compressed image fikxs, TIFF, BMP and PNG for

texture proposals TPproduces outputs with theame file formats asthe y SQ& NXBIj dzS&a G S
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the users by leveraging FFMEG functionalities, which is freely available in OPEN&V and
the weh As far as UR_37 and UR_43 is concerned, the TP module will provide to the system
a setof available texture proposals so as to visualize thenthe authoring tools (UR_37)

and the Virtual Reality environment (UR_48) the uses and let them &oose from a
predefined set of styles=inally,in the UR42, an architect wants to have the "intglence"

of an architectural synthetic tool (combination of texture, colours, shapejtufe Proposal
module identifies combinations of texture, coloursdashapes of visual data taps them in

the new produced visual content

Functional Priority
User .
Requiremen AESIEIEE Detailed description or Nty e @)
(Ulg) HLUR P Functional MoSCoW
(FR/NFR)|framework
UR 3 HLUR 201 As an Architect | Wa_nt to be able to retrieve h FR MH
- —land reduced resolutiotextures
As an Architect | want to bebke to reusd
UR 4 HLUR_203textures (Pattern extraction / seamlegsxture|FR CH
generation)
As a user | want various output file formats s
UR_27 HLUR 204 as JPG, TIFF, BMP and PNGfdures FR SH
As an Architect | want UIX: Detailed s#a by
HLUR_203ifeatures:
UR_37 HLUR_207- Quality (3D modeltexture), Footage feature N-FR SH
augmented data
HLUR 201 As an Architect | want to have the "intelligen
UR_42 —-Jof an architectural composition  to{N-FR CH
HLUR_20§ o
— " l(combination oftexture, colours, shapes)
HLUR 201 As an Architect | want to browse ass
UR_4 — ~J(materials, textures bumps et.) in VR/AIN-FR CH
HLUR_20 ) )
—~ " |environment (not only in screen)

Table2: Relevant user requirements reported in R7or Texture Proposals
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3 RELEVANT @RK

3.1 Aesthetics extraction

One of the most intriguing domains architecture, design and video game creation is the
extraction of aesthetics and style from paintings, movies, artwork artefacts, buildings and
more generally outdoor spaces, such as squass large architecture structures. Artwork
artefacts, such as patings, have style which charactessthe school of art that it belongs

to and the artist who creatit, as demonstrated ifrigure2. Style is a term which refers to
several aspects of art, such as the techniques used to create a painting, the philosophy
behind the painting, or the form of expression employed by the creataschool of art is a
group of creators who have been influenced from the same teachers or shaye a
common style, theme or ideology. To distinguish to which school of art belongs a painting, or
who is its creator is a challenging problem for a human-expert.

Style: Post Impressionism
Genre: Still life

Artist: Vincent Van Gogh

Figure2: A pair of shoesVincent Van Gogh, 1886

3.1.1 Aesthetics extraction from paintings

Earlier approaches in the wider sense of aesthetics in an image mainly focus on the aesthetic
quality assessment, whelew-level features are extracted to classify an image in terms of
quality. Initially, the Bagf-colour-patterns model has been introduced (Nishiyama, 2011)

to classify photos with respect to caloharmony. A photo is desbed by a collection of
local regions, then, hue, chroma and brightness values are calculated faxeld pithin

each region, and these calofeatures are quantised as a histogram. Another approach on
the aesthetic quality of paintings is evaluatedénms of a group of novel lolevel features

in (Li C. &., 2009)These fatures are based on global and local characteristics. Global
characteristics involve hue, saturation, lightness (value), brightness features, blurring effect
and edges distribution. Local features involve shape of segmentsurcdéatures of
segnents, cortrast features between segments and a focus region based on rules.

The aim ofauthorsin (Elgammal A. &., 2015% to quantify creativity and influence in
networks of paintings. Each painting is ade and the link om painting "o painting Gs
weighted by the similarity betweeifand "QCreativity score is computed using a modified
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PageRank centrality measure on the weighted network of paintings. The features which are
used to represent each painting are themdevel GISWisual descriptorgOliva, 2005)The
above methodologies have been significant contributions in aesthetic quality assessment
and could be examined in the aesthetics and style classification too. Moreover, Saleh an
Elgammain (Saleh, 2015)explore a variety of features and metric learning approaches for
computing the similarity between paintings and styles.

Highlevel features have demonstrated their effectiveness in various imagssifitation
tasks, such as image aesthetics categorisation. Several authors have developed systems to
classify classic painting styles. Shamir gtia{Shamir, 2010firstly consider a dataset which
includes painting images of three kg (impressionism, expressionism and surrealism). Each
style is represented by three artists. 57 images are collected for each artist, and the split is
done into a training set of 40 iages and a test set of 17 images. They are based on a set of
featuresand extend it by using combinations of them. Moreover, a Fisher score calculated
for all considered features and also a similarity score is proposed for paitoticigss
similarity. In(Jain, 2019 multiHlayer "deep"” neuranetwork is introduced to learn features
trained on olject class categories (ImageN@trizhevsky, 2012) The authors use the
ImageNet eightayer convoluional network, trained on over a million images annotated
with 1,000 mageNet classes. Experiments on two image collections (photos, paintings) show
that the proposed features outperform statef-the-art visual features such as calo
histogram and GIST.dferent Neural Network apmrach is introducedn (Lu X. L., 20149
categorise images with respect to aesthetic features. Firstly, a Sioglean Convolutional
Neural Network (SCNN) is constructed using as input threaglaéws of an image and one
local random crop view. Then a Douglelumn CNN (DcCNN) is proposed where columns in
different columns are independent in convolutional layers and the first two fully connected
layers, while the final full}connectedlayers ae jointly trained. The Regularised DCNN
(RDCNN) springs from the comdiion of SCNN and DcCNN in the AVA datédeirray,

2012) which involves style and aesthetic groutrdth labels. Laterjn (Lu X.L., 2015)he
authorsintroduce a deep mukpatch aggregation rtevork architecture (DMANet) to learn

and categorise images using style attributes in aesthetic quality assessment. The input is a
bag of five patches which is formulated by five muéiphndom local crops of an image. The
aggregation structure is eitheBtatistics layer or a Fuliyonnected Sorting layer. This
approach introduces novel DCMéhtures that can be involved in aesthetics extraction and
style classification. If{Elgammal A. L., 2017he authors propose a method bad on
Generative Adversarial Networks (GAN) named Creative Adversarial Networks (CAN) in
which the system generates creative art by looking at art and learning about style. The
proposed network has a generator which generates art randomly and a disctaninhich

labels the generated art as art or not and classifies it by art style (e.g. Impressionism,
Baroque, Cubism, etc.).

3.1.2 Aesthetics extraction in images of architectural bdihgs

There are also some approachetevant to aesthetics extraction in bdihgs images, as it is
described in the following. Scale Invariant Feature Transform (SIFT)ptlescare involved

in (Shalunts, 2011)where a mehod is proposed to classify facade windows by their
architectural style. Theiapproach based on learning of local features and Scale Invariant
Feature Transform (SIFT) descriptors and clustering them to learn a visual vocabulary. Other
factors could be aociated with the aesthetics of a building, such as its ag&dppelzauer,
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2018) a method for automatic age estimation of buildings photographs is proposed. The
approach firstly learns characteristic visual patterns for elgiding epochs based on the
most promising image patches from the input ineggthen classifies them using grained

CNN at different object types and finally estimate the building age.

3.1.3 Aesthetics extraction in movies

An intriguing trend that appearsotget a lot of attention lately is recognizing the emotion
from some paintingor some specific sectioof a movie recognising iand its impactto the
viewer.

In (Zhou B. L., 2014he authors describe@lementsof-art based emotion features (EAEF),
such as colour, value, line, texture, shape, form apdce and introduce principlesf-art
based emotion features (PAEF), such as balance, emphasis, harmony, variety, gradation and
movement. They apply the pposed PAEF to predict the emotions implied in famous
artworks using SVM classificatioim. (Baveye, 2015)he authors introduce a new dataset
composed of 30 movies annotated along the induced valence and arousal axes. Moreover
the authors found that the finduned CNN framework is a promising solution for emotion
prediction. Stateof-the-art approaches in emotion recognition from visual content have
mainly focused in techniques which are based on Convolutional Neural Net{@ixkés). In
particular,the authors in(Li S. D., 201 Qropose a Deep Lafity-Preserving CNN method,
aiming to enhance the discriminative power of deep featuresorder tostudy the common
expression perceptiorfe.g. smile vs laughhbased on a realorld publicly available facial
expression database RAB (9672 realworld images labeled fodifferent expressions)in
(Guo, 2018}he authorstrain multiple CNNmodels to learn highevel abstractions of the
input from different perspectivesThe trained models are fused into a Igh-performance
hybrid network, which focusesn faces, scenes, skeletofface pose andhand) and regions
extracted with visual attention mechanisms forogp-level emotion recognitionThe main
objective of(Zhang, 2018js to bridgethe emotional gap betveen visual and audio content,
using a hybrid deepnodel It first producesaudiogvisualsegmentfeatures with CNNsand
3D-CNN and thenfusesthem into audioqvisual segment features in Deep Belief Networks
(DBNs)The methods tested in thre dataset{RML, eNTERFACE&SJ BAUMLs datasets)
which all include the six basic emotions joy, anger, sadmgsglist, fearsurprise.Jain et al

in (Jain, 2019ntroduced adeep learning modelcombining a Fully ConnectdNetwork and

a residual block,for emotional recognition,which learns the subtle features that
discriminate the different faclaexpressions (sad, happy,rptse, angry, neutral, disgust,
fear). In the context of V4Design we present in sect®h.3 our transfer learning approach
for emotionrecognition in movies.

3.2 Texture proposals

Texture proposal is an extension of aesthetics extraction, in the context of learning the
elements of a style and then transferring this styleatoother image with a specific given
content. For example, an imagd Gendarmenmarkt square in Berlin would be combined
with one of the most famous paintings of Vincent Van Gogh, ~Cafe Terrace at night", to
generate a new image of the Gendarmenmarkt sguaith the style of Van Goglas it is
depicted inFigure3. Moreover, the proposed textures augment 3fbdels, leading into an
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enhanced 3Bmodel with modified aesthetics style information. Texture proposal may also
be extended tovideos, aiming to change the stylistic elements of it.

Vi e 3 ¥ T Y =

|7-:.:!}.7“ ' 28 \‘ 3 Ltk

o Ee 1. S Ly e =

= = e

Figure3: Transferring in an image of Gendarmenmahe style of the famous painting Cafe
Terrace at Night of Vincent Van Gogh.

3.2.1 Texture proposals from paintings

In texture proposalsproblem the work of the authors ifGatys L. A., 2016ave shown that
Deep Neural Networks (fIN) encode not only the content but also the style information of
an image. The introducetkxture proposalanethod is fleible enough to combine content
and style of arbitrary images. The authors for the first time demonstrate impretsitare
proposalsresults by matching feature statistics in convolutional layers of a DNN. Their
framework is based on a slow optimisatipnocess that iteratively updates the image to
minimise a content loss and a style loss computed by a loss network. This framework
matches styles by matching the seceondler statistics between feature activations, as they
are captured by the Gram matrikhe authors in(Huang, 2017adjust channelvise statistics

of the content featues by adaptiveinstance normaligtion (AdalN) and train a feature
decoder by a combinational scadelapted content and style losses. AdalN rece&vesntent
input and a style input and simple aligns the chaanesle mean and variance of comieto
match those of styleMoreover, AdalN has no learnable affine parameters. The authors
adopt an encodedecoder architecture in which the encoder is fixdthe first few layers

of a pretrained VGG@EL9. After encoding the content and style images in feature space, they
feed boh feature maps to an AdalN layer that aligns the mean and variance of the content
feature maps to those of the style feature mapspgucing the target feature maps. In
(Ulyanov, 2017)the authors introduce an instance nornmedtion module to replace batch
normalisation in order to improve the performance of the deep neural generators in image
stylisationproblem. Then, in order to improve thdiversity,they introduce a new learning
formulation that encourages generators t@maple by texture networks. These two ways
take feed forward texture synthesis dmmage stylisation closer to the quality of geneoat

via optimisation while retaining the speed advantage.

Recently,in (Sheng, 2018he authors proposed feature decoration that generalises AdalN
and whitening and colaring transformation (WCT). Moreover, they use Zphase
Component Analysis (ZCA) operation in their style transfer method. The VGG network is
utilised to extract image featuresnd ZCA is used to project features into the same space.
Then transferred features are obtained by a reassembling operation basepatmhes.
Finally, the transferred features and a decoder network are trained by MSCOCO dataset and
utilised to reconstruct he styled image. IiXu, 2018)the authors trained adversarially a
feed-forward network for arbitrarystyle transfer. They introduce techniques to tackle the
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problem of adversarial training from muliomain data. In adversaii training the generator
(stylisation network) and the discriminator are alternatively updated. Both of them are
conditional netwoks; the generator is trained to fool the discriminator, as well as satisfy the
content and style representation similarityo tinputs. The generator ibuilt upon the
previous work(Huang, 201 7§or arbitrary style transfer anthe discriminator is conditioned

on the coarse domain categories, which are trained to distinguish the generated images
from the same style category. Moreover, they propose a mask module to automatically
control the level of stylisation by predicting a rka® blend the stylised features and the
content features. Finally, they use trained discriminator to rank and find theesgmtative
generated images in each style category.

3.3 Summary

We havepresentedstate-of-the-art works in AEor paintings imagesmages of architectural
buildingsand videos from moviesMoreover, TPmethodologies have been describatning

to present stateof-the-art approaches for generating new images and videos from given
visual content and styledNe observe that most of theecent works are based on Neural
Network architectures. In the following, we present our developed methodologies and we
evaluate them with respect to benchmark data collections.
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4 AESTHETICS CONCBHRECTION V1

4.1 Aesthetics extraction from painting images

Nowadhys, there is a rising interest in perceiving image aesthetics and several works
describe methods to predict image style in an automatic way. The expansion of Deep
Convolutional Neural Networks (DCNNSs) in computer vision has improved the efficiehcy an
effectiveness of the classification of paintings images not only by artist or year, but also by
its aesthetics. However, both training and testing phases require scalable approaches, since
we are in the Big Data era, and not only effective orirgtrained nodels may not only

offer knowledge from very large annotated image collections, but also contribute to the
efficiency of the learning process through transfer learning.

In this work we present a comparison of statethe-art methods on largescale syle,genre,

and artist classification of finart paintings, as e@monstrated inFigure4. We use transfer
learning from the Places2dataset introduced in(Zhou B. L., 2014)mnotivated by the
performance show in (Zhou B. L., 2018)especially when combined with VGG16
architecture. Moreover, we observe that most paintings depict some landscape or other
abstract elerents that can be represented by Places2 in a more efficient way tilaers.

The extraction of style from artwork in an effective way is a challenging problem and the
corresponding visual features need to be extracted with specified and measurable
attributes, such as colour (RGB, HSV, etc.), texture, image bumps, gsaghalattes, and
patterns, based on statef-the-art features that exploit external knowledge from pre
trained models and deep learning techniques. We propose a framework that efficienly a
effectively classifies paintings images by style, genre andatebhis work analyses visual
content from paintings images, as representative form of artwork, in order to extract
geometry, style, and creator concerning specific artwork collections.

We propose a novel framework in which we include the Combinatioi®516 DCNNSs pre
trained on a large collection of places, followed by its d4imeing. Contrary to the current
state-of-the-art approaches which train models from scratch or use images otrgé
interest, our approach involves transfer learning from ireagPlaces datase) that
potentially could inspire a creator of a painting and usually appears in the background of
paintings as a base. Furthermore, our framework is also computationallieaffas it trains

only the late layers of a DeepNN and by this way itnproves the time tha a baseline
model, such asAlexNetFTF4 (Florea, 2017)equires to be trainedby a factor of up to 17

4.1.1 Background

Deep Convolutional Neural Networks (DCNNs) have two components; one on the hidden
layers forthe feature extraction part and one for the classification part. In the feature
extraction component, e network combines a sequence of convolution and pooling
operations where the features are progressively detected. In the classification part, the full
connected layers serve as a classifier on top of these extracted features, assigning a
probability foreach class that the algorithm predicts.

1 http://places2.csail.mit.edu
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Convolution is one of the main operations in a DCNN architecture, being the mathematical
combination of two tesors to produce a third one. The convolution is performed on the
input data with the use of &lter (known also as kernel) to then produce a feature map. We
execute a convolution by sliding the filter over the input, whether it is a 2D or 3D array of
elements. At every location, a matrix elemewise multiplication is performed and sums the
result onto the feature map. The output of the convolution is passed through an activation
function. Stride is the step the convolution filter displacement for eaclp sted is usually
equal to one meaning that the filter slides pixel by pixel.

In general, the size of the feature map is always smaller than the input, hence it is common
to prevent the feature map from shrinking using padding.

After one or a stack of conudion layers, it is common to add one pooling layer to
continuously reduce thelimensionality, thus to reduce the number of parameters, so as to
decrease the training time. The most frequent type of pooling is max pooling, which takes
the maximum value ieach considered window.

The convolution and pooling layers are then followedabfew fully connected layers (FC),

which can only accept onrdimensional data. To convert our 3D feature array to -one
RAYSYyaArzyltt @SO02NJ ¢S a Fd theloivsSof dach difehsion.NINg- & 0 &
vector is further passed to a logistic regses classifier to produce the final vector of class

score predictions.

4.1.2 Proposed framework

224%224%64

224%224*128

112*112%256

56*56*256

14¥14%512 .
7*¥7*512 1%1*4096 1*1*number of classes

PTTAbTT

agewi ndu|

freeze these layers/pre-trained on Places2 train this layer on paintings images
Eﬂ Convolutional + ReLU Eﬂ Max pooling Fully connected + RelLu E[ Softmax

Figure4: The framework of our AE approach

The input sizeof our training set is a set @f images with dimensions z¢ z¢ | where
¢ and¢ are the height and the width of an image wi¢h channels. VGGL16 is a-lE§er
neural network, not including the mepool layers and the softmaactivation in the last
layer.

In particular, the image is passed through a stack of convoluti@yakrs, which are used
with filters of a small receptive field "Q Spatial pooling is carried out by five m@ooling
layers, which follow some of the cwolutional layers (not all), as described in the original
paper (Simonyan,2014) Max-pooling is performed over a0 z 0  pixel window, with
stride i . The width of convolutional layers starting from 64 in the fiaydrs and then
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increasing by a factor of 2 after each maooling layer, until reaches 512. Tiséack of
convolutional layers is followed by three Fullpnnected (FC) layers. The final layer is the
softmax layer. All hidden layers are equipped with thectRed Linear unit (ReLU
(Krizhevsky, 2012which is defined a®flows:

Qo | Aagho (1)
ReLU is an elementise operation, applied per pixel, and replaces all negative pixel values
in the feature map with zeros. The main property of ReLU is the introduction climesrity

of the Convolutional Network and theraf®, isable to identify and extract realistic nen
linearity.

On the FC layers we perform the dropout regularisation in order to reduce compiex co
adaptations of neurons and freeze the first fifteen layers of the network which have already
been trained on e Pl@es2 benchmark dataset as we can observe inRlgure4. The
reason we freeze the weights for the first fifteen layers is, on the one hand, to keep the
elements that may be extracted from the background of images that depict lapdscand

then train the last layer with paintings features, so that we can have a more artistic
representation of the scenes, and on the other hand, to reduce the overall training
computational cost.

For the optimisation part of the neural network we addpie stochastic gadient descent
(SGD) method, on the loss function of sparse categorical cross entropy, where the solution is
iteratively approached as follows:

0DV -0 0 (2)
where— is the learning rate and is the loss of th&example in the training dataset. Notice

that we use a learning rate of 0.003, which is smaller than the learning rate for training
scratch model (usually 0.01).

Firally, we load each paintings images dataset, split it into training and test sets amsl star
fine-tuning the model.

4.2 Aesthetics extraction from movies

Emotional Impact of Movies Td&skvas an intriguing challenge of MediaEval 2018 that
comprisal of two subtasks: (a) Vatee/Arousal prediction and (b) Fear prediction from
movies. The Task provide great amount of movies video, their visual and audio features
and annotations (Baveye, 2015)Both subtasks ask from the participants leverage any
available technologyn order to determine when and whether fear scenes occur and to
estimate a valencarousal score for each video frame in the provided testad&ERTH
identified that tis datasetcan be leveragedby V4Designin order to specify, design and
proposetextures that couldinvoke a pecific emotionto their viewess. For instance, it cold

be usd by video game designerso as to retexturize aVR enviroment and create scarier
game scenednspired fromfamousmovies and dacumentaries

For that purposs, CERTHTI introducel its algorithms for valence/arousadnd fear
recognition subtasks which includd the deployment of deep learning and other

2 http://www.multimediaeval.org/mediaeval2018/emotionalimpact/
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classification schemes to recogaeighe desiredmovie style in parts of videosMore
specifically, a3-layer neural network{N) and a simple linear regression modekre
deployed, with and without PCAo predict the correct emotion in the valenagousa
subtask, while a prerained VGG16nodel (Simonyan, 2014yvas fine-tuned, in order to
leverage the visdaattributes respectively and identify the correct boundary video frames in
the fear subtask.

4.2.1 ValenceArousal Subtak

In the valencearousal recognition subtask, késame extractionwas initially appliedin
order to extract one video frame per second and @ate them with the annotations that
were provided fromMediaEvalbenchmark, whichwas alsoused the same time inteal to
record human extracted groundruth data. The provided visual featuresere then
concatenated into one vector representation so as bave a common and fixed
representation scheme throughout different video samples.

Input #1 .
i @ : ® @
s @ e © o

.

.

Output

Input #5366 . 1 v . - .
Input #5367 . g .

Figure5: The3-hidden layer NMNf our approach.

The first recognition approach that was deployed concerns the valence/arousal estimation
by adoptng a linear regression model. Linear regressited to minimise the residual sum

of squares between the grourtduth and predicted responses by using linegproximation

(Run 3). The concatenated visual features of the provided developmenveset usedto

train the model and then the corresponding concatenated visual features of the test set pass
through the model in order to predict a score.

PCAis also deloyed on our final visual features vectors so as to reduce their dimensionality
and keep only tB most discriminant principal components (in our case the first 2000) to
represent all features (Run 4pn top of this approach, we optionally combuhéhe linear
regression model with PCA with 2000 principal components on the concatenated visual
featuresin order to downsample high dimensional vectors.

A Neural Network (NN) framewornkas also deployed so as to fulfil the valence/arousal
recognition sbtask. For that purposes, alt8dden layer NN with ReLU activation function
and Adam optimiser with learning rate=0.00Was deployedas depicted irFigure5. The size

of each hidden layer is 64, 32 and @&pectivdy. We use batch size equal to 10 and 10
epochs. e size of the training set fo of the developmentset and the renainingp¥o for
validation set. The input of the NN is the set of vectors of concatenated visual fegRuas
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3). PCA has also been used in order to deample the concatenated highly dimensional
size 367) in the golden section @D00 principal compoents(Run 3.

4.2.2 Fear Subtask

For the fear recognition subtask, we initially Kegme extraction every one second, as we
perform in valance subtask. The frames annotated as "fear" were significantly less than the
"no-fear" class and, therefore, in order t@lance ourdataset,we used data augmentation
techniques. Firstly, & downloaded from Flickr about0,000 images with tag "fear" and we
also download emotion imagésind kept those which are annotated as "fear". In order to
further increase the number ofefr frames,we additionally use data augmentation
techniques on the provided annotated frames. We randomly rotate and translate pictures
vertically or horizontally and we randomly apply shearing transformations, randomly
zooming inside pictures, flippingahi of theimages horizontally and filling in newly created
pixels which can appear after a rotation or a width/height shift. Finally, we reduce the set of
no-fear frames. After these, we had about 23,000 "fear" and 30,000 tagged as "no fear"
images to trin our modeé. We used transfer learning to gain information from a large scale
dataset and also trained our model in a very realistic and efficient time.

Run 3
' : Audio based
1582Audio features i | Post processing _ o
.’ ‘ KNN E:Iilazsg)lﬁer S ) b ) Classification
Run 4
Visual-Audio Fusion

Run 2

Visual based
classification without isolated
predicted frames

§;=: No-Fear frames l:> Run 1

Visual based
Classification

—

9LOOA
o - |

| =

VGG16- Places2

Video frames

Figure6: Block diagram of our approach in emotion recognition of movies

The architeture that we chose to represent our features is the VGGl6tm@mimed on
Places2 datasef{Zhou B. L., 2018)ecause the majority of the movies have places as
background and so we assume that it wouldd helpful. We se Nadam optimer with
learning rate 0.0001. The batch size is 32 and the number of epochs 50. Finally, we set a
threshold of 0.4 on their probality (Run 1). In a different approach, we used the same
architecture without isolated predicted framéRun2)

Additionally, in order to exploit auditory information, we developed a classification method
applied on audio features already extracted from ttigallenge committee using openSmile
toolbox (Eyben, 2013)Audio feature vectas, consisting op v Yfeatures, extracted from
videos every secondyere separated into trainingy 1 Pand validation set¢ 1t B In order

3 http://www.imageemotion.orqg/
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to equalze the size of the two classes in the training set we randomly removede&ard
samples.

We apply KNN cla$igation method withG0 o on the test set, results were further
processed, in order to remove erroneous false negatives (singléeart samples wund
"fear" areas) and false positives (isolated small "fear" areas consisting of one or two "fear"
samples).

Results from visuand audio analysis were submitted both separately, as different runs, and
in combination by taking the post probabilities of visual and auditory classifications and
setting a threshold of on their average probability. The overaliobk diagram of tls
approach is depicteth Figure6.
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5 TEXTURE PROPOSALS V1

The initial version of the V4Design TP module of is based on an efficient appwmittth
effective results, as we report in sectidh3 . The imageransformation retwork is a deep
residual convtutional neural network parametered by weightso , andit transforms input
imageswinto output imageswvia the mappingo "Q w. Each loss function computes
scalar value measuring the differenbetween the output image and target image. The
image transformation network is trained using stochagffadent descent to minimis a
weighted combination of loss functions

Relu1_1
Vs |
style image
)| Y Ll N
output g J i
Input image image i ! | JuUL
Image Transform Net Loss Network (VGG19)
Ye
content
image

Figure7: Texture proposals module framework

The imae transformation network consists of five residual bloaksl there are no pooling
layers.Instead strided ad fractionally strided convolutionare usedfor in-network down
sampling and usampling. All nomesidual convolutional layers are followeoy U & | y 2 @ Q&
instance normaligtion (Ulyanov, 2017and ReLU nonlinearities with thexception of the

output layer, which instead uses a scatedd®to ensure the output image has pixels in the
range [0,255]. The loss functiorf this implementation is close to the one described in
(Gatys L. A., 2018)sing VGG19 instead of VGG16 and shaitdayers such as relul 1.

Fortexture proposalghe input and output are both colour images of shape 3x256xa&3d

the networks use two strid€ convolutions to dowssample the input followed by several
residual bleks and then two convolutional layers with stride 1/2 tosgmple. Although the
input and output have the same size, there are several benefits tavor&s that down
sample and then wisample. The framework of the implemented approach is depicted in the
Figure?.

4 https://github.com/lengstrom/fast-style-transfer
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6 EVALUATION

6.1 Aesthetics extractionsn paintings

6.1.1 Dataset description

Initially, we did some experimenth a small dataset (Pandora) so as to veiyr
speculations and perform some parameter selection. And thencheck our algorithm's
generaligtion capability in the more challenging and bigger WikiArt.

The Pandora paintings dataset has a collection &720 paintings from many different
resources The image collection has been distributed among 18 style classes, having
approximately 1,000 images. Engineers have ensured that only the relevant part of the
images is shown and art experts also ensure thatdrtistic annotation is valid.

The Wikiartpaintings dataset is an image collection of 81,472 paintings images, from more
than 1,000 artists. This dataset contains 27 different styles and 45 different genres. Based on
our knowledge, it is currently theatgest digital art dataset publicly availabde research
purposes. 81,446 paintings are used for style classification, while only 10 genres with more
than 1,500 paintings are chosen for genre classification, with a total of around 64,995
samples. Simil&y, only a subset of 23 artists with more th&00 paintings is chosen, with
total amount of 19,051 images for artist classification.

The Pandora paintings dataset has a collection of 18,720 paintings from many different
resources. The image collection hasen distributed among 18 style classes, ihgv
approximately 1,000 images. Engineers have ensured that only the relevant part of the
images is shown and art experts also ensure that the artistic annotation is valid.

6.1.2 Settings

The input image size in thewsidered datasets i§ ¢ ¢, E ¢ ¢andé o while

the filter size which we use’l® o and for the maxpooling layers the pixel window is

¢ and the stride i$  ¢. The first two of the FC layers have 4@®@nnels and the third one

has as channels as timeimber of the classes of each category. The first two of the FC layers
have 4096 channels and the third one has as channels as the number of the classes of each
category. More specifically, for style, genamd artist classification task in the Wikiart
dataset the last channel has 27, 10 and 23 (classes) neurons respectively and for style
classification task in Pandora dataset it has 18 neurons.

Our models are trained using the stochastic gradient desce@DjSwithout weight decay

and momentum, with a batt size of 64 examples for the Wikiart dataset and 32 examples
for the Pandora dataset. The learning rate which we used is 0.003. The number of epochs
varies for different tasks and number of training setor® specifically, for the Wikiart
dataset we trailed our model for 20 epochs in both artist and genre classification tasks and
for 300 epochs for style classification task. Regarding the style classification task in the
Pandora dataset, we trained our mdd®r 136 epochs. We keep the original split foet
Wikiart dataset as it is provided by authors and we usi®ld crossvalidation for the
Pandora dataset, similar to the original paper. For our experiments weTessorflow

5 https://www.tensorflow.org/
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backendand kera$ deep leaning neural network library in Python. We downleatithe
weights from Places2 dataset for VGG16 architecture f@&thul’. We run our experiments
on the GPU of NVIDIA FeForce GTX 1080 Ti.

The baseline methods that we use in the evaluation in the Wikigeis#d Table3 have been
described in(Tan, 2016)CNN refers to a deep model that was trained from scratch for each
of the classification tasks. CNi¢fine, CNNSVM, CNNO0O0O, and CNNinetune are pre
trained model based on the ImageNet dataset. @Gnifine is a CNN model without the fine
tuning processwhile CNNfinetune is a model that has been fitened. CNNSVM replaces
the last layer with a SVM classifier instead of the softmax layer.

The baseline methods that we use in the evaluation in the PandatasetTable4 have

been described in(Florea, 2017) In particular, LeNet stands for the neural network
presented in(LeCun, 1998)AlexNet stads for the neural network architecture originally
introduced in(Krizhevsky, 2012NiN refers to the ~"Network in network" representation
presented inLin et al., (2013)|nd finally, ResNet is the residual network architeetur
presented in(He, 2016)In Table4 size refers to the width and height of the input images,
Layers to the number of layers, Rand refers to the case when initialisation was from scratch
' YR C¢b toa NBtRiSeNEmageNet instance with only the tdg layers being re
trained by (Florea, 2017)

6.1.3 Results

In our results we show both qualitative and quantitative evaluation for our experiments in
artwork classification taska the Wikiart and Pandora datasets.

Model Style Genre Artist Overall
CNN T&0 (O 3] VB W V& X
CNNnofine T @V 0@ T @ Bt g O T
CNNSVM T @V 0@ T @ Bt g 0B X
CNN1000 T® o o® Y o® U V@ o
CNNfinetune VB T X®T 8 o& v
CNNfc6 L@ X®p X® ¢ @0
CNN1024 vVa@y X & L X @1 ¢ ® X C
Saleh and Elgammal T @YX OR U @ ao L@ T
VGGl@re-trained (Ours) 8 8 X & v 8

Table3: Results for the Wikiart dataset evaluation

6 https://keras.io/

7 https://qithub.com/GKalliatakis/Keras-VGG16-places365/blob/master/vgql6\ places\ 365.py
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We observe imable3 that in style classification task our approach in the Wikiart datasst

a relative increase of 2.%6 and in gere classification task by 5.2a/ Although in artist
classification task the refize decrease is 0.34%, the oaélrperformance is larger than the
state-of-the-art baseline method. Artists may change their style throughout time and the
classification is very difficult, such as the famous artist Pablo Picasso who has created
paintingsthat belong to expressionism ardher paintings that belong to cubism.

Model Size Layers Time RR
LeNetRand O ¢ pT pQ C®
LeNetRand QT p o pQ ¢ P
NiN-Rand QT pT pQ C@®
AlexNetRand QT 1] pQ o®
AlexNetFT3 CCT )] ¢ Q o®
AlexNetFT4 QT )] emQ 8
ResNet34-Rand CCT oT ¢ Q TR
VGG16 prérained (Ours) 8 | L@ p

Table4: Results for the Pandora dataset evaluation

In Table 4 our model shows comparable performance to the best performing baseline
approach (AdxNetFTF4) with the same image size in the Pandora dataset but in our tiginin
phase the duration was only6of the time needed to achieve the similar recognition rate
(RR). In a comparable to us duration of the training phase (AlexXNeét ResNeB4-Rand)

we observe that our method significantly outperforms all the other considered methods.
That shows that usg a pretrained model can help get better results than training a new
one without landscape characteristics.

Ukiyo-e

Symbolism

Impressionism  Rococo

Color Field

Figure8: The top5 predicted painting images based on their style of Wikiart dataset.
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In Figure8 and Figure9 we present some qualitative results from both datasets in style
classification task. We keep the topnked paintings images for 5 indicative classes. In the
caseof Figure8 the styles Impressionism ardolourfield of the Wikiart déaset include a
falsely predicted image, but as can be seen from a-@xqpert in arts, both examples aot

be easily distinguished from the other correctly predicted paintings imagésgume9 as we

can observe there are false predictions for Abstract Art style and Cubism style, but similar to
the Figure8, it is difficult toperceive the differences.

)
i

Art

Abstract

Cubism Byzantine
Iconography

Early
Renaissance

Pop Art

Figure9: The top5 predicted painting images based on their style of Pandora dataset.

The confusion matrices for all of our results for each dataset are presentédyime 10,
where the diagonal has clearly warolour of the heatmap. We observe that some pairs of
styles are difficult to be distinguished, such as cubism and syntbetism, impressionism
and postimpressionism and realism and neealism.

Page?9



AV ) D3.2¢ V0.2

Figurel0: The normalied confusion matrices of classification by artist, genre styte on
the Wikiart and Pandora datasets

6.2 Aesthetics extraction in movies

We have submitted 4 runs faalence/arousal predictioand their resulé are introduced in
Table5. In the experiments two evaluation measures are used: (a) Mean Square Error (MSE)
and (b) Pearsondrelation Coefficient (r).

Valence Arousal Fear
Run MSE r MSE r loU
P CWQWM@XT TIX WP eX Y pRha THIUT L @Y
q TH 0 W T8t p T TeH Y p TdrC G| TBTIQU
o 8 8 8 € WE 0.053
T T T C 81 @ X ™ Y X 81 ¢ w 0.063

Table5: CERTHI| Predictions

We observe that the NN approach that we describe in the previous section has the best
performance amongstlathe others. Furthermore, it is worth mentioning that the linear
regression model produces sometmmely high scores, probably because the original
feature vectors weren't neither discriminative nor adequate enough to create the regression
model. Howeve PCA projection to lower dimensional space, with higher discriminative
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